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• Understanding of algorithms in artificial intelligence (AI) in healthcare has 

become an essential criterion following the new regulation processes for AI, 

data and medical devices;

• AI based-medical devices (AI-based MD) Softwares as a Medical Device 

when the algorithms are intended to prevent, diagnose, treat, mitigate, or 

cure diseases;1

• To assess these technologies, specific methodological frameworks are 

required by health technology assessment (HTA) agencies;2

• The inability to understand such algorithms, even if their performance has 

been prioritized, raises serious concerns.

PREFORMANCE, INTERPRETABILITY, EXPLAINABILITY

DISCUSSION & CONCLUSION

There is a complex trade-off between performance and interpretability /

explainability

• Predictive performance is a major issue in adopting an AI system;

• There is a need of transparency in medical AI.
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Measuring AI-based MD’s performance

Performance consists in evaluating the error between predictions and observed data, through goodness of fit

(mainly used for explanatory models) and/or of prediction (applied for predictive models). Rigorous

performance evaluation lies in the fine use of available data:

Evaluating interpretability & explainability in AI health technologies

HTA agencies distinguish explainability (Why?) and interpretability (How?) during the evaluation process.5-7

Three levels have been identified across ML designs (Figure 1):

• High level of interpretability, provided by models that are intrinsically interpretable;

• Medium level, characterized by random forests, graphical models, causal inference, and Bayesian networks;

• Low level with the most complex models such as SVM, ensemble methods and (deep) neural networks.

Post-hoc explanations enable to thoroughly check what is happening for medium and low level: model-

agnostic, example-based and model-specific methods (Table 1).8-10

Data type Method type Main advantage Some limitations

Feature 

importance, 

SHAP, LIME11-13

Image, text, 

tabular

Model-

agnostic

Possible application in a post-hoc 

manner to any kind of algorithm

Feature importance – Sensitive to 

multicollinearity

SHAP – Sensitive to categorical variables and 

feature interactions

LIME – Difficulty to set a distance threshold

Counterfactual 

explanations14

Mainly 

tabular

Example-

based

Easy to understand for the end 

user

Difficulty for generating feasible and 

actionable explanations 

Causal constraints

Gradient-based

saliency maps

Mainly

image
Model-specific

Easy to understand for the end 

user
Hardly generalizable

To date, no consensual approach exists for the evaluation

of interpretability and explainability. Doshi-Velez and Kim15

have however undertaken rigorous work to answer this

need:

• Involving end users, and confront the algorithm and

reality;

• Functionally-grounded evaluations to formalize the

algorithm's components as an indicator of the quality of

the explanation, favoring ease of use and simplicity.

Table 1. Post-hoc explanations serving interpretability and explainability

Figure 1. Performance towards interpretability / explainability

➢ Importance of explainability and interpretability techniques by regulators rises

to hold stakeholders more and more accountable for the decisions made by

AI-based MDs

➢ Acceptable standards for explainability are context-dependent depending on

the risks of the clinical scenario

➢ Raising awareness on these concepts is essential for their widespread

adoption

TAKE HOME MESSAGES

Performance, interpretability and explainability are key requirements for a

trustful AI. Decline in trust in AI may be due to:

Few randomized 
clinical trials to 

assess the 
performance of 
AI-based MDs

Lack of 
transparency 
within these 
technologies

Risk of inequity 
introduced by 

AI biases

Insufficient 
regulatory 

clarity

• The level of confidence in an algorithm relies on transparency

(interpretability and explicability of outputs) and on ethics (in trustworthy and

regulatory terms).

• To provide the interpretability, methodologies to ’explainable AI’ need to be

associated with ethical and legal analysis.

To assess AI-based MD, HTA agencies aim to evaluate them with a

standardized method through multiple domains such as safety, clinical

effectiveness, costs and economic evaluation, organizational aspects,

patients, social and legal aspects. A need for specific criteria was

highlighted to assess these solutions

The European guidelines for trustworthy AI include the notions of

“explicability” and “interpretability” as principle of trustworthy AI in

addition to prevention of harm and fairness. In the case that “explicability”

is not well defined or not possible with ‘black box’ algorithms, other

explicability measures such as traceability, auditability and transparent

communication on system capabilities could be needed..

According to the HAS (Haute Autorité de Santé, French HTA agency),

these notions are essential and need to be defined in the

reimbursement dossier of AI-based MDs which can be submitted by

companies.
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CONTEXT & OBJECTIVES STATE OF ART: HEALTH TECHNOLOGY ASSESSMENT OF AI-BASED MD

Study 

objectives

To specify the different concepts 
which are essential to the 
development of AI-based MD 
and to ensure the health 
technology assessment process 
by evaluators and HTA agencies

1
To analyze how 
performance, interpretability, 
and explainability are key to 
help actors developing their 
health technologies models 
accordingly

2

II

III

Data 

preprocessing Training and tuning the 

algorithm

Testing the predictive 

model Computing adequate 

performance metrics Model-

agnostic

methods

Example-

based

Model-

specific

methods

Interpretability / 

Explainability techniques
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Performance

Regression models, 

Decision trees

Random forests, graphical 

models and Bayesian 

networks

SVM, further

ensemble methods

and neural networks
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